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ABSTRACT

Free-electron lasers provide bright, ultrashort, and monochromatic x-ray pulses, enabling novel spectroscopic measurements not only with
femtosecond temporal resolution: The high fluence of their x-ray pulses can also easily enter the regime of the non-linear x-ray–matter inter-
action. Entering this regime necessitates a rigorous analysis and reliable prediction of the relevant non-linear processes for future experiment
designs. Here, we show non-linear changes in the L3-edge absorption of metallic nickel thin films, measured with fluences up to 60 J/cm2. We
present a simple but predictive rate model that quantitatively describes spectral changes based on the evolution of electronic populations
within the pulse duration. Despite its simplicity, the model reaches good agreement with experimental results over more than three orders of
magnitude in fluence, while providing a straightforward understanding of the interplay of physical processes driving the non-linear changes.
Our findings provide important insights for the design and evaluation of future high-fluence free-electron laser experiments and contribute
to the understanding of non-linear electron dynamics in x-ray absorption processes in solids at the femtosecond timescale.

VC 2023 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license (http://
creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/4.0000206

I. INTRODUCTION
The modern understanding of complex materials relies on suit-

able approximations to the unabridged quantum mechanical descrip-
tion of the full, correlated many-body problem. To assess the
predictive power of theoretical models and the selected approxima-
tions, detailed experimental studies of systems driven out of equilib-
rium are particularly insightful.

X-ray free-electron lasers (FELs) with their high-power (about
1010 photons/pulse after monochromatization) and ultrashort pulses
(tens of fs) are uniquely suited for probing the non-equilibrium
dynamics of matter in all states from solid state to plasma.1,2

While schemes with separate pump and probe pulses can be used
to observe dynamics slower than the pulse durations, transmission
measurements of individual intense pulses can be used to infer the x-
ray interaction and material dynamics within the pulse duration. With
increasing pulse energy, the interaction with an exposed solid becomes
highly non-linear, as the material state changes during the interaction.
In non-linear absorption measurements, a single intense x-ray pulse
acts as both a pump and a probe at the same time, and its total absorp-
tion depends on the changes it induces in the electronic system.3–9 The
highly excited solid evolves toward a state of warm dense matter
(WDM) where individual electronic excitations reach up to hundreds
of eV and excitation energies average out to many eV per atom, while
the nuclear lattice still resembles that of the cold solid during the fem-
tosecond pulse.10–19

In this paper, we present new fluence-dependent x-ray absorption
spectra recorded with monochromatic x rays on metallic nickel thin
films around the nickel 2 p3=2 (L3) edge, revealing changes in the
valence electron system around the Fermi level, driven by FEL excita-
tion densities spanning several orders of magnitude from the linear
regime up to 60 J/cm2 (corresponding to 2!1015 W/cm2).

The electronic processes that ensue after the absorption of core-
resonant photons trigger a complex series of dynamical processes of
photon-absorption, electron excitation, and subsequent electronic scat-
tering. Such non-equilibrium processes with a large amount of corre-
lated particles involved and spanning orders of magnitude in internal
energy are challenging to treat in ab initio simulations.20–24 Rather
than striving for a direct time-dependent solution to the quantum-
mechanical many-body problem, our analysis, therefore, explores how
much of the observed effects can be explained purely by the evolution
of electronic populations within the ground-state density of states

(DOS) and scaling the known ground-state probabilities of absorption,
decay, and scattering processes with the current populations of the
participating states. Therefore, we develop a rate equation model to
provide an intuitive understanding of the electronic processes. Our
model successfully describes the largest part of the non-linear changes
in the spectra, affirming the dominant role of electron redistribution.
However, especially in close vicinity of the resonance, our measure-
ments deviate from the predictions of the rate model and indicate the
need for more sophisticated theories. Nevertheless, our straightforward
picture of an intense core-resonant x-ray pulse interaction with the
valence system of a 3d metal lays a solid knowledge-based foundation
for the planning and interpretation of non-linear x-ray spectroscopy
experiments at FELs.

This paper is structured as follows: Sec. II describes the experi-
mental setup used to acquire non-linear XANES spectra of the L3-edge
of metallic nickel films. In Sec. III, we introduce the working principle
of the rate model used to interpret the experimental data. In Sec. IV,
we show the experimental data in direct comparison to the simulation
results and continue to interpret our findings in Sec. V. We conclude
in Sec. VI.

II. EXPERIMENT
X-ray absorption spectra of the nickel 2p3=2 (L3) edge were

recorded at the Spectroscopy and Coherent Scattering Instrument
(SCS) of the European XFEL.25

The XAS (x-ray absorption spectroscopy) spectra were measured
by continuously scanning the SASE3 monochromator26 (synchronized
with the undulator gap) back and forth many times in the range
846–856 eV. The photon bandwidth was about 420meV full-width
half-maximum (FWHM) and the FEL pulse duration on the sample
was about 30 fs FWHM. The polarization was linear horizontal. The
overall beam intensity was controlled using a gas attenuator filled
with nitrogen and monitored using an x-ray gas-monitor (XGM)
downstream of the monochromator.27,28 Figure 1 illustrates the experi-
mental concept. Panels (a) and (b) display the DOS (integrated over
spin-up and spin-down states) next to the resulting XAS spectrum
(including non-resonant background); panel (a) shows the situation of
a low-fluence measurement, panel (b) shows the situation where suffi-
cient photons are used to alter the DOS occupation and hence the
measured XAS spectrum. Panel (c) shows the geometry of zone-plate,
sample, and detector.
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For x-ray absorption measurements at FELs based on self-
amplified spontaneous emission (SASE), beam-splitting schemes can
deliver optimal normalization of SASE-fluctuations.30–32 Here, we uti-
lize such a scheme using a focusing and beam-splitting zone plate
which also creates the required tight focusing to achieve extreme fluen-
ces. The zone plate combines an off-axis Fresnel structure for focusing
and a line grating for beam-splitting in a single optical element.29 It
thus produces two lm-sized, identical foci in the sample plane,
1.9mm apart, originating from the first-order diffraction of the zone
plate, as well as the positive and negative first orders of the line grating.
The sample has a square support of 25mm size, containing square
Si3N4 membrane windows (orange in Fig. 1) of (0.5! 0.5) mm2 size
and 200nm thickness with a distance of 2mm between adjacent win-
dows. Every second pair of rows (blue in Fig. 1) was additionally
coated with a 20 nm thick sample layer of polycrystalline metallic Ni
by sputter deposition, on top of a 2 nm bonding layer of Ta; a 2 nm Pt
capping layer was applied to prevent oxidation during sample-
handling.

The sample frame was positioned such that one zone plate focus
impinged on a nickel-coated membrane, while the other hit a bare
silicon-nitride membrane. Thus, the difference in transmission of both
beams can be dominantly attributed to absorption in the nickel film.

The detector was a fast readout-speed charge-coupled device
(FastCCD) with a high dynamic range, enabling 10Hz readout and
increasing the fluence range available to the experiment.33–35 Due to
an unstable detector temperature, significant retroactive calibration of
the detector was necessary (see Subsection 2 of Appendix B). To pre-
vent detector saturation during measurements with the unattenuated
beam, an additional aluminum filter of about 13lm thickness was
used between sample and detector.

During these high-intensity measurements, sample and reference
films were locally damaged by intense individual FEL shots. Thus, the
FEL was operated in single-shot mode at 10Hz repetition rate, and the
sample was scanned through the beam continuously at 0.5mm s"1,
resulting in ten shots per membrane window.

The shot craters in the reference membranes were later analyzed
with scanning electron microscopy (SEM) to determine the effective

focal size at specific photon energies. The resulting spot sizes were
used to calibrate ray-tracing calculations which delivered the photon-
energy-dependent spot size, ranging from 0.4lm2 to about 3lm2 (see
Subsection 4 of Appendix B for details on the spot size determination).

III. MODELING
Various approaches have been proposed to describe the interplay

between photon absorption and the electronic structure evolution dur-
ing the absorption of an FEL pulse. Ab initio methods such as Monte
Carlo calculations, which explicitly calculate a large number of individ-
ual particles’ interaction pathways,36 and time-dependent density
functional theory (TD-DFT), which sets out to solve the full quantum-
mechanical many-body problem in terms of the electron density,37

generally scale poorly with particle number. In contrast, rate models
provide a simpler yet useful tool by describing the interplay between
photon absorption and electronic system using non-quantized volume-
average quantities and rates directly on a macroscopic scale.5,38–41

Away from material resonances, rate models have been success-
fully used to describe fluence-dependent x-ray absorption in three-
level systems, representing the ground, core-excited, and intermediate
valence-excited states.5,38 When probing the valence bands around
material resonances, however, the evolution of the electronic system
requires explicit modeling of the energy-resolved valence state popula-
tions.42 Tracking the full non-thermal population history proved cru-
cial for accurately describing the non-linear absorption changes near
and around the Fermi level. We assume that on the modeled femtosec-
ond timescale, the DOS does not change significantly, which is moti-
vated by the slower lattice reaction. This approach though cannot
capture subtle changes in electron correlations.43 Furthermore, since
our measurements are done with linear polarization and are therefore
not sensitive to the magnetization, we do not consider the exchange-
split DOS but rather integrate over minority and majority electrons.

We describe the propagation of x-ray photons through the sam-
ple as well as the dynamics of electron populations within the sample
using a set of ordinary differential equations. These are assembled
from terms that each describe the rate of a specific physical process.
The rate of each process is based on a tabulated or measured ground-
state parameter, such as the Auger-lifetime or the absorption cross sec-
tion, scaled with the appropriate fractional occupations at the simu-
lated time.44 The relevant process rates are compiled into differentials
of electronic populations and photon density in space and time and
implemented in a finite-element simulation to derive the electron pop-
ulation history and ultimately the x-ray transmission of a three-
dimensional sample. Only the time constants for the valence band
thermalization and the scattering cascades of free electrons are treated
as free parameters and adapted to fit the experimental data.

The model considers an idealized three-dimensional sample tra-
versed by an x-ray pulse with Gaussian shape in space and time. We
make key approximations to reduce computational effort, such as
neglecting any movement of electrons within the sample [consider the
inelastic mean free path of relevant photoelectrons of about 1.3nm
(Ref. 45)] and describing photon propagation exclusively in the
forward direction. The temporal evolution is solved using the fourth-
order Runge–Kutta method with adaptive time-stepping. The propa-
gation of photons in space is calculated as if it happened instanta-
neously in between the time-steps using the explicit fourth-order
Runge–Kutta method.

FIG. 1. (a) Absorption at low fluences. The electronic system remains mostly in the
ground state. The left side shows the density of states, red occupied and blue unoc-
cupied, while the right side displays the resulting spectrum. (b) Absorption at high
fluence. Later parts of the x-ray pulse probe a hot electronic system and see less
unoccupied valence states at the resonant energy (bleaching). Unoccupied states
and spectrum are shown in yellow. (c) Setup for non-linear XAS. The split-beam-
normalization scheme uses a special zone plate,29 which generates two adjacent
beam foci for transmission through the sample and a reference membrane before
the beams impinge on the detector.
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In order to account for the two-dimensional Gaussian transversal
intensity profile of the FEL spot, we first calculate the transmission of
the sample for transversally uniform illumination for different fluen-
ces. Since we omit transversal coupling, the response to the Gaussian
beam profile can then be reconstructed by appropriate radial integra-
tion over many values obtained for constant illumination. With these
simplifications, the overall computational complexity is drastically
reduced, as we simplify a problem with partial differentials in four
dimensions into two separable one-dimensional initial value problems,
one for photon propagation in space and one for the evolution of elec-
tronic populations in time.

The model describes the interaction between three types of popu-
lation densities of electrons as well as incident photons via six distinct
physical processes, listed in Tables I and II, respectively. Figure 2 sche-
matically illustrates their relationships. The electron populations RC
and RV describe the total number of electrons bound in the core and
valence system, respectively, for an average single atom in the sample.
Their values are limited by the number of available states,MC andMV.

In the presented nickel L3-edge spectra, the ground-state populations
are RC¼ 4, representing the 2p3=2-electrons and RV¼ 10, representing
electrons from the 3d and 4s states. We describe the electronic popula-
tion of the valence system in an energy-resolved manner, splitting it up
into a discrete number of densities qj, where j represents the index
along the valence energy axis. The number of available states mj for
each energy bin in the valence system is derived from the calculated
ground-state DOS46,47 up to 30 eV above the Fermi level EF. Beyond

this value up to 800 eV above the Fermi level, the DOS of a free elec-
tron gas is used.22 All electrons with even higher energies, such as
photo-electrons created via non-resonant absorption and Auger-
electrons from the decay of core-holes, are described in a separate pool
of electrons Rfree without energy resolution, although the total energy
of electrons in this pool is tracked by the parameter Efree.

The processes of resonant absorption and stimulated emission
are summarized in the resonant interaction process Pres

j . This is possi-
ble because both processes describe a transfer of electrons between the
2p3=2 core level and the valence system following the same interaction
cross section, just with inverted sign. The non-resonant absorption
process Pnon"res

i;j describes photon absorption at all other electronic lev-
els. The non-resonant absorption length of the ground state is derived
from the measured pre-edge absorption. Because of the relatively small
contribution of the intermediate 3p and 3s electrons, the model
ascribes all non-resonant absorption events to valence electrons, trans-
ferring them to the pool of high-energy electrons Rfree. Sequential two-
photon absorption (TPA) processes are implicitly treated by the model
as a resonant absorption event followed by a non-resonant absorption
event. This description does not account for the coherence and

TABLE I. Electron and photon numbers in the rate model.

RC Number of 2p3=2 (L3) core electrons, populating the avail-
able core states MC

RV Number of valence electrons, populating available valence
statesMV; subdivided by energy bins with qj and mj,

which describe the energy-resolved DOS and its population
Rfree Number of free electrons, created by Auger decay or photo-

emission before scattering with valence electrons
Nphot
i Density of x-ray photons incident per area at photon energy

Ei in one simulation time step

TABLE II. Process rates in the simulation: The index j enumerates the specific energy
level Ej within the valence system; i enumerates the incident photon energy Ei.

Pres
j Rate of resonant interaction, i.e., absorption and stimu-

lated emission between core level and bound valence
states

Pnon"res
i;j Rate of non-resonant absorption from bound valence

states to the unbound free electrons
PAuger
j Rate of Auger decay from the valence system to the core

level
Pscatt Rate of electron scattering of unbound electrons return-

ing to the valence system
Pred
j Redistribution of valence electrons due to cascading

Pscatt electrons
Ptherm
j Rate of thermalization of the valence system toward a

Fermi–Dirac distribution

FIG. 2. Photon, electron, and energy densities and their interactions. A photon den-
sity Nphot

i drives resonant interactions between the core electrons RC and specific
valence electrons qj. It also drives non-resonant excitations from the entire valence
electron system RV ¼

P
j qj to free electrons Rfree, which have a total energy of

Efree. Auger–Meitner decays transfer electrons from the valence system to both
core states and free electrons; scattering cascades transfer electrons and energy
from the free states to the valence system; thermalization drives the valence system
toward a thermalized Fermi–Dirac distribution. MC;MV , and mj represent the num-
ber of available states and are pictured as bars to represent the energy bins of the
numerical calculation.
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resonant enhancement of the TPA process. However, the fluences
used here do not exceed 1.5!1031photons cm"2 s"1, where according
to the scaling law proposed by Szlachetko et al.,48 the relative contribu-
tion of the direct TPA process should be on the order of 1%. Thus, the
inaccuracy caused by not treating this process explicitly should be very
small. Apart from photoelectrons from the valence system, the
Auger–Meitner decay process PAuger

j likewise contributes to the free
electron pool. These free electrons proceed to scatter with the valence
electron system. The total rate of scattering Pscatt is modeled by a sim-
ple lifetime parameter sscatt, which characterizes how quickly free elec-
trons re-join the valence system. The redistribution process Pred

j
distributes the kinetic energy of each scattering free electron among
the valence system. Avoiding the complexity of explicitly calculating
the multiple collisions involved in these electron scattering cascades,
the algorithm instead approximates the effect of such a cascade: The
energy of the scattering electron is spent to elevate an evenly distrib-
uted fraction of all valence electrons from occupied states to locally
available unoccupied states (as indicated in purple in Fig. 2). Note that
this process is not independent but represents an immediate conse-
quence of the free electron scattering process; the scattering time sscatt,
thus, characterizes both Pscatt and Pred

j together. Finally, electronic ther-
malization is modeled with a bulk timescale sth (essentially quantifying
electron–electron scattering) that moves the non-thermal valence elec-
tron distribution toward a target Fermi–Dirac distribution that corre-
sponds to the momentary internal energy and population of the
valence system.

The full mathematical description of the process terms is given in
Subsection 1 of Appendix A, while the choice and derivation of input
parameters is detailed in Subsection 3 of Appendix A.

A. Differentials
From these process terms we assemble the time-differentials of

the populations of electrons and photons listed in Table I. The move-
ment of electrons between states is represented by process terms of
electronic transitions appearing symmetrically in these differentials
with positive and negative signs, thus ensuring the conservation of par-
ticle number. For example, the term for Auger decay appears twice
with a negative sign in the valence electron differential, and once each
with a positive sign in the differential for core- and free electrons.

The number of photons is reduced or increased by resonant
interaction and reduced by non-resonant absorption. The model
allows for an arbitrary number of incident photon energies Ei, each of
which must be resonant to a specific bin of the valence energy system
Ej. The temporal intensity profile of all incident photons is modeled as
Gaussian. For the presented calculations, only a single resonant photon
energy was used, representing measurements with monochromatic x
rays. Incident photons are the only source of energy flow into the sys-
tem, and all energy eventually emerges as the thermal energy of the
valence system.

The valence system interacts via all modeled processes. The reso-
nant absorption rate Pres

j changes the valence electron densities qj at all
incident photon energies Ei that are resonant. Via non-resonant
absorption, incident photons can be absorbed by electrons from all
valence states qj. Auger processes depopulate the valence system. The
thermalization drives electrons toward the Fermi–Dirac distribution
based on the current internal energy and population of the valence
band, without changing the total valence occupation. Electron

scattering Pscatt causes electrons from the free electron pool to re-join
the valence system in a random unoccupied state hj, as well as redis-
tributes electrons inside the valence system in an electron cascade trig-
gered by the process, which is described via the Pred

j term.
The population of core electrons is reduced (or increased,

depending on the sign of Pres
i;j ) by resonant transitions of all incident

photon energies Ei to states at all resonant energies qj, and is increased
by Auger decay from electrons of all energies j in the valence system.
Note that the radiative emission channel is neglected in our model as it
is designed for soft x-ray energies where Auger emission accounts for
most core-hole decays (here specifically, 99.1% of the nickel L3 core-
hole decays49,50). In another concession to the specific experiment sim-
ulated here, we further neglect fast electrons leaving the sample, since
the electron mean free path of about 1.3nm (Ref. 45) is much shorter
than the sample thickness of 20nm. While the model is generally
suited to implement a loss process for free electrons, the total number
of electrons in the system being strictly constant over time is a valuable
indicator for the self-consistency of the calculation.

Free electrons are generated by non-resonant absorption from all
incident photon energies Ei as well as Auger-decays from all energies
in the valence band. The population is reduced by the free electron
scattering rate Pscatt.

See Subsection 2 of Appendix A for the differential equations.

IV. RESULTS
Figure 3 shows the measured spectra for the nickel L3-edge next

to simulated spectra for increasing x-ray fluence over more than three
orders of magnitude, from 0.03 to 60 J/cm2. Each measured point rep-
resents an average of several FEL shots, sorted by x-ray fluence and
photon energy. The varying statistical uncertainty is a result of the
pulse intensity fluctuations of monochromatized SASE radiation51 in
combination with photon energy-dependent spot sizes (see Subsection
3 of Appendix B for details on the shot classification).

We observe four main fluence-dependent effects, which we quan-
tify and compare to the simulated results in Fig. 4: (a) a redshift of the
absorption edge of up to 0.96 0.1 eV in the rising flank; (b) an
increase in the pre-edge absorbance, as the rising edge of the absorp-
tion peak shifts and broadens; (c) a reduced peak absorbance; and (d)
and (e), a reduced post-edge absorbance. The integration regions from
which the effects (b), (d), and (e) are derived, are highlighted in Fig. 3
as (I), (II), and (III), respectively. Each is 0.6 eV wide. The shift of the
absorption edge is quantified by the photon energy at which the absor-
bance reaches half of the peak value; its uncertainty is propagated from
the statistical uncertainty of the absorption peak measurement.

As apparent from Fig. 4, the rise in absorption at the pre-edge
(region I), the drop in post-edge absorption (region III), as well as the
shift of the rising edge show good agreement within the measurement
uncertainties between simulation and experimental data. The devia-
tions observed in the absorption level of the resonance peak and just
beyond will be discussed later.

We emphasize that this level of agreement with the experimental
data are achieved across more than three orders of magnitude in flu-
ence, based on a rather simplified description of well-known physical
processes in combination with experimental or tabulated ground-state
properties such as density, electronic configuration, and ground-state
spectrum. Only the valence thermalization time sth and electron scat-
tering time sscatt were varied to achieve the best match to the experi-
mental results. We obtain a value of sth ¼ 6 fs, which compares well to
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recent estimates for excitations on this energy scale.40,41,52,53 The scat-
tering time constant sscatt ¼ 1:5 fs produces the best agreement with
experimental data. This value appears reasonable as it summarizes a
cascade of many individual electron scattering events, which we would
expect to occur roughly every 100 as.45

V. DISCUSSION
Before further interpreting the non-linear effects shown in Fig. 4,

let us first consider the example of a local valence band population his-
tory as shown in Fig. 5. The example is drawn from the uppermost 4 Å
thick voxel of the simulated sample, excited with a Gaussian pulse pro-
file centered around t¼ 0 with 30 fs FWHM duration and 30 J/cm2

fluence. As such, the example is selected from the upper range of
extreme excitations in this simulation to showcase the effects clearly.
While panel (a) of Fig. 4 shows the calculated DOS as used by the sim-
ulation and published in Refs. 46 and 47, the colormap in (b) shows
the occupation of these states over time. It is apparent that the occupa-
tion function mostly resembles a Fermi–Dirac distribution evolving
from cold to hot. However, the states at Ej¼ Ei (highlighted by the
blue ellipse), show greater population as they are directly populated by
the resonant absorption process. We also show the effective electron
temperature T and chemical potential l, which are calculated from the
internal energy and population of the valence system at every time
step. Panel (c) shows the number of electrons per atom in the valence
band below and above the Fermi level (blue solid and dashed curves,

respectively) as well as the average number of core holes and the num-
ber of free electrons over time. One general observation is that for the
given 30 fs pulse duration, the number of simultaneously existent core
holes remains very small, even for high fluences. This has two reasons:
On the one hand, the natural lifetime of the core-holes of 1.4 fs is small
compared to the pulse duration.50 On the other hand, the monochro-
matic excitation near the material resonance implies that the photons
couple the core-level to a narrow selection of localized valence states.54

In this case, the number of resonant valence states is small in compari-
son to the number of core electrons. Since the core-level and resonant
valence states operate like a two-level system in which absorption and
stimulated emission compete, the resonant absorption process satu-
rates due to occupied valence states long before the core level is signifi-
cantly depleted. This bleaching of valence holes is amplified over the
pulse duration by an increasingly heated Fermi–Dirac distribution,
which also increases the occupation of states above the Fermi level.
Since both core-holes and free electrons decay so quickly, a majority of
the absorbed energy is quickly translated into a broadening of the
valence electron distribution. By the end of the pulse in this example,
more than half of the 3d valence electrons are excited to valence states
above the Fermi level, while the highest instantaneous number of core
holes was only about one per 100 atoms, as shown in Fig. 5(c).

With these general observations about the evolution of the elec-
tronic system within the pulse duration in mind, we can now proceed
to interpret the mechanisms responsible for the non-linear features in

FIG. 3. Fluence-dependent Ni L3-edge spectra, measured (top) and simulated (bot-
tom). The fluence of events contributing to each spectrum is given in the legend in
terms of mean and standard deviation. Dashed simulated spectra do not have a
corresponding measurement. The regions of interest from which absorbance
changes shown in panels (b), (d), and (e) of Fig. 4 were quantified are shaded and
labeled (I) (II), and (III), respectively. The error bars are shown for the measured
spectra and represent the 95% confidence intervals for each bin of 102meV width;
solid lines of the measured spectra are smoothed using a Savitzky–Golay filter
using windows of 21 bins and fourth-order polynomials. The experimental spectra
are vertically offset by 100 mOD.

FIG. 4. Comparison of spectral effects between simulation (blue lines) and experi-
ment (orange lines with error bars). The shift of the absorption edge in panel (a)
represents the photon energy at which the half-maximum of the absorption peak is
reached. The absorbance changes in panels (b), (d) and (e) are integrated from the
gray shaded regions in Fig. 3, while panel (c) shows the global maximum of the
spectrum.
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the spectra. Above the absorption edge, the decrease in absorption
with increased fluence [see Fig. 4(d)] can be understood as a depletion
of valence states available to the resonant core-to-valence transition.
Similarly, below the absorption edge, the increase in absorption [see
Fig. 4(b)] can be attributed to valence holes below the Fermi-level
becoming available due to the thermalization process, as soon as the
tail of the Fermi–Dirac distribution reaches the probed energy. The
shift of the absorption edge [see Fig. 4(a)] can be explained by a non-
linear combination of the two effects above. Consider that below the
absorption edge at the beginning of the pulse, the sample only interacts
with the x rays via the comparatively weak process of non-resonant
absorption. However, once the sample is sufficiently heated that
valence holes become available, additional resonant absorption begins
to occur and accelerates further electronic heating—and in turn addi-
tional pre-edge absorption. Since the onset of this exponential process
occurs earlier near the absorption edge, it contributes significantly to
the observed spectral redshift. Another cause of the observed edge shift

is the shift of the chemical potential l, which strongly depends on the
exact shape of the DOS and is shown in Fig. 5(b) as a green line.
Initially, l increases with absorbed fluence, as thermally excited elec-
trons from the 3d states must spread out in energy to the lower DOS
above the Fermi level. With rising electronic temperature, the high
DOS of the 3d states becomes less relevant and the chemical potential
drops again as expected in regular metals. A similar evolution of the
chemical potential and electronic temperature was predicted for opti-
cally excited nickel by previous experiments and calculations.14,55–57 It
is remarkable that the experimentally observed redshift of 0.96 0.1 eV
can be reproduced by the rate model based on this very simple mecha-
nism. However, this mechanism applies specifically to non-linear
absorption using monochromatic x rays. Qualitatively similar redshifts
have been observed in nickel after excitation with optical lasers even at
up to three orders of magnitude lower excitation fluence.43,58,59 These
redshifts have recently been linked to modifications of the band struc-
ture due to the interplay of electronic correlations and optically
induced demagnetization.43 While such subtle, spin dependent effects
may also occur in our high-fluence study, they are evidently overshad-
owed by the electron population dynamics. This aspect of an initially
non-thermal electron distribution evolving toward a Fermi–Dirac dis-
tribution was also observed as a critical aspect of the optically excited
spectra.43,60 The timescale of electron thermalization was estimated to
just over 100 fs, which is about 20 times slower than our estimate of 6
fs. This apparent discrepancy results from a scaling of the thermaliza-
tion time with excitation density. Such a scaling is supported both by
theory52 and recent pump–probe studies at the nickel M2,3 edge53

where the electron thermalization time decreased from 34 to 13 fs with
rising optical pump fluence from 8 to 62 mJ/cm2. This implies that the
value of 6 fs found in our study represents an average time constant
for the excitation densities in our experiments.

A significant deviation between model and experiment can be
observed at the resonance peak itself, where the simulated electron
dynamics lead us to expect a much stronger saturation effect than
observed experimentally [Fig. 4(c)]. This saturation is reduced as the
peak position redshifts and more thermally vacated d-states become
resonant, leading the model to predict a slight recovery of absorbance
at the highest fluences. Overestimating the saturation effect may be
related to a fluence-dependent decrease in the excited state lifetime
due to stimulated emission as well as increased carrier mobility around
the Fermi edge, both leading to an energetic broadening of the reso-
nant core–valence transition. Such a broadening would increase the
number of resonant valence states and thus delay saturation especially
at the edge, but is not considered in our model. While it may be
expected that a purely population-based model cannot fully represent
resonance effects at the resonance peak itself, the lack of any significant
saturation around 852 eV [Fig. 4(d)] is more surprising. Both disagree-
ments point to additional physical effects and call for more sophisti-
cated models.

We speculatively propose three mechanisms which could contrib-
ute to these discrepancies: First, the transition matrix elements could
get modified at higher excitation densities, especially around the reso-
nance, while we model the absorption only based on the ground-state
spectrum. Second, an energy dependence of the electron–electron scat-
tering cross section could allow for particularly fast scattering of elec-
trons with certain energies, counteracting the saturation. Third, a
collective, correlated response of the electronic system (local field

FIG. 5. Evolution of electronic populations (simulation) in a single voxel at the sam-
ple surface for a pulse of 858.3 eV, with a pulse energy of 30 J=cm2. Panel (a)
shows the total DOS used as an input for the simulation. Panel (b) shows the
energy-resolved occupation (between 0 and 1) of the valence band over time, rela-
tive to the Fermi energy, and shares the corresponding axes with panels (a) and
(c). The population (in electrons/atom/eV) is the product of the DOS and the occu-
pation. The thermalized valence occupation lags a few femtoseconds behind the
current chemical potential l; the temperature T of the valence system rises rapidly,
ultimately reaching up to 25 eV. The bleaching of valence states (highlighted with a
blue dotted ellipse) is visible as a high non-thermal population at the resonant pho-
ton energy around 7 eV above the Fermi level. Panel (c) shows the number of core
holes and free electrons over time, as well as the number of electrons in the
valence system below and above the Fermi energy.
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effects) could modify the DOS or the transitions even on the fast time-
scale of the FEL pulse duration.43,61

A more detailed discussion of the model can be found in the
Appendixes: In Subsection 4 of Appendix A, we show how a variation
or elimination of specific processes leads to different predictions for
the spectra, and in Subsection 5 of Appendix A, we discuss the limita-
tions of the rate model and its suitability for future extension.

VI. CONCLUSION
To summarize, we have analyzed fluence-dependent near-edge x-

ray absorption spectra of the nickel 2p3=2 core level up to x-ray fluen-
ces of 60 J/cm2. We have developed a rate-equation model based on
differential equations that describes the excitation and decay processes
connecting populations of core and valence electronic states. Process
rates are quantified by scaling known ground-state properties with
evolving electron populations.

The model enables an understanding of the electronic population
history under strong x-ray fluences and characterization of the result-
ing non-linear absorption near a core resonance. It successfully pre-
dicts the observed increase in absorption before and its decrease
beyond the resonance, as well as the fluence-dependent redshift of the
absorption peak over three orders of magnitude. However, the bleach-
ing of the absorption peak is overestimated by the population-based
model and will require more sophisticated models to accurately quan-
tify. Here, the population dynamics rate model also provides a valuable
point of reference for more advanced theoretical frameworks.

Providing the fundamental fingerprints of how strong x-ray flu-
ences alter the electronic system and thus the absorption spectra, our
straightforward picture of intense core-resonant x-ray pulse interaction
can inform the design and interpretation of future FEL experiments.
On the one hand, our model can guide the decision up to which point
to maximize fluence for good statistics while keeping the absorption
process linear, and to recognize the principal spectral fingerprints
emerging at the onset of non-linear absorption due to electron dynam-
ics within the pulse. On the other hand, an understanding of the popu-
lation dynamics within high-fluence pulses, and in particular, an
awareness of the dominant influence of electronic scattering processes,
is crucial for emerging techniques that aim to utilize x-ray wave-mix-
ing processes, such as stimulated core hole emission, in solids.40,62–71
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The simulation code that supports the findings of this study is
openly available in GitHub, Ref. 72.

APPENDIX A: THE RATE MODEL

This appendix provides an in-depth discussion of the rate
model, including the formalism for each of the modeled processes
(Subsection 1 of Appendix A), differentials (Subsection 2 of
Appendix A) and the choice of input parameters (Subsection 3 of
Appendix A), as well as a study of the models’ predictions under
different conditions (Subsection 4 of Appendix A). Finally, we pre-
sent an extended discussion of the applicability and limitations of
our rate model (Subsection 5 of Appendix A) beyond the presented
dataset.

1. Processes
For a better overview, we introduce the processes as individual

terms and assemble them into differential equations in Subsection 2
of Appendix A. In principle, each process is described using an
absorption length or lifetime which is known from ground-state
measurements and then scaled linearly with the changing electron
populations with respect to the ground state. The normalization is
such that the ground-state rate is reproduced for an undisturbed
electron system and the rate vanishes when the corresponding tran-
sition cannot happen due to a lack of electrons or holes. We use the
indices i and j to refer to specific energies, where the index i is used
for photon energies of x rays and the index j for the energy of elec-
tronic states in the valence band.

a. Resonant interaction

The resonant interaction describes both resonant absorption
(core–valence transitions) and stimulated emission (valence–core
transitions) as a single process. It is calculated for each energy Ej in
the valence system that is resonant with a given photon energy Ei,

Pres
j ¼ RC

MC
"

qj
mj

! "
Nphot
i

kresi
dij; (A1)

where kresi is the resonant absorption length, RC is the number of
core electrons, MC is the number of core states, qj is the valence
electrons at Ej, mj is valence states at Ej, N

phot
i is the number of pho-

tons per nm2 at Ei, and dij is Kronecker-delta.
The first terms (in brackets) represent the difference in the occu-

pation of core states RC=MC and resonant valence states qj=mj. The
dominance of absorption over stimulated emission or vice versa is
determined solely by this difference, as they represent an optically
driven two-level system in the incoherent limit. If the core level popula-
tion is smaller than the valence population, the resonant interaction
process becomes negative, representing the dominance of stimulated
emission. The second term on the right is the number of irradiated pho-
tons divided by the penetration length. The Kronecker delta ensures
that only photons and electrons in corresponding energy bins interact.

b. Non-resonant absorption

The non-resonant absorption summarizes photon absorption
from other electronic states than the resonant core-level, especially

from the valence electrons. Photon densities Ni at all incident ener-
gies reduce each population qj,

Pnon"res
i;j ¼

qj
R0
V

Nphot
i

knon"res ; (A2)

where knon"res is the non-resonant absorption length and R0
V is the

total number of valence electrons in the ground state.
The interaction is normalized by the total valence band popu-

lation in the ground state R0
V , so that the sum of the first term over

all j becomes unity if all qj ¼ q0j (since R0
V $

P
j q

0
j ). The second

term represents the non-resonant absorption in the ground state as
can be experimentally determined sufficiently before the resonance
in the spectrum.

This treatment does not explicitly differentiate the non-
resonant absorption from core energy levels other than the one
treated by RC. In the given example with photons resonant to the
nickel 2p-absorption, the 3s and 3p core electrons only contribute
to a minority of the non-resonant absorption events. In this model,
we choose for simplicity to scale this contribution together with the
non-resonant scattering from the valence electrons.

An exemplary incidence profile and the resulting transmission
over time are shown in Fig. 6.

c. Auger decay

The model explicitly treats Auger decay processes that involve
one core-hole and two electrons from the valence band. The rate at
which an electron in density qj would decay via an Auger process is
calculated as

PAuger
j ¼ ðMC " RCÞ

qj
R0
V

RV

R0
V

1
sC

; (A3)

where sC is the core-hole lifetime and RV is the total number of
valence electrons.

The first factor (in brackets) is the number of unoccupied core
states, i.e., core-holes. The second factor describes the relative popu-
lation of electrons at the energy Ej and the third term is the relative
population of the entire valence band to which the electron could
transfer its energy. The latter two are normalized by the respective

FIG. 6. Instantaneous transmission (including resonant and non-resonant absorp-
tion) over time for a pulse at 857.5 eV with a pulse energy of 30 J=cm2 (blue line,
left axis), as well as the temporal profile of the incident photon density (orange dots,
right axis).
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ground-state population. The last term is the decay rate in the
ground state, where sC represents the ground-state lifetime of a sin-
gle core-hole. Altogether, this describes Auger decays as interactions
between two valence electrons, one emitted, and one filling the
2p3=2 core-hole. In reality, some fraction of Auger decay events will
emit electrons from the 3s or 3p core levels instead, followed by fur-
ther Auger processes which emit electrons with the remaining
energy of the original core-hole. These are not treated separately in
our description, since the indirect decay is, on the one hand, a
minority contribution and on the other hand, ultimately results in
the same energy transfer to the valence band, albeit with a slightly
longer time delay due to the intermediate steps.

d. Free-electron scattering

Inspired by earlier approaches to a simplified solution of the
Boltzmann equation,73 we approximate the scattering rates of elec-
trons in terms of characteristic time constants sscatt and sth for the
free electrons and valence electrons, respectively.

The lifetime of free electrons sscatt represents the inverse rate at
which free electrons Rfree scatter and decay to the valence system. While
this parameter is ultimately empirical, it represents a cascade of individ-
ual scattering events between electrons. In such a cascade, each free elec-
tron eventually transfers all its kinetic energy to the valence system,

Pscatt ¼ Rfree
1

sscatt
; (A4)

where sscatt is the free electron scattering time constant and Rfree is
the number of free electrons.

e. Intra-valence redistribution due to scattering

The total rate of electrons redistributed in this time step
through scattering Pred is described by two terms. The first term
quantifies the total number of electrons that are redistributed in the
electron cascades caused by scattering electrons in this time step.
The second term distributes this number equally among occupied
states qj and unoccupied states hj,

Pred
j ¼

Sscatt " Sjoining
Uh " Ue

"qj
RV

þ
hj
HV

! "
; (A5)

where hj is the number of valence holes, hj ¼ mj " qj; and HV is the
total number of valence holes, HV ¼

P
j hj.

The numerator of the first term represents the total energy that
is released by the cascade and is given by the difference between the
rates at which energy is released from the free electron energy pool,

Sscatt ¼ Pscatt Efree
Rfree

(A6)

and the rate at which energy is gained in the valence system due to the
formerly free electrons occupying random unoccupied valence states,

Sjoining ¼
X

j

hj
HV

PscattEj: (A7)

This energy is used to lift a number of electrons from occupied
states to higher, unoccupied states. Thus, the denominator

represents the energy that the valence system can additionally
accommodate, which is the energy that could be contained by filling
all valence holes,

Uh ¼

X

j

hjEj

HV
; (A8)

minus the energy already contained in the occupied states,

Ue ¼

X

j

qjEj

RV
: (A9)

f. Electron thermalization

Similarly, sth characterizes the time with which the valence sys-
tem approaches an internal thermal equilibrium,

Ptherm
j ¼ rjðT; lÞ " qj

# $ 1
sth

; (A10)

where sth is the valence thermalization time constant, T is the equiv-
alent electronic temperature, and l is the chemical potential.

To this end, the chemical potential and equivalent electronic
temperature are calculated in each time step based on the current
internal energy U and number of valence electrons RV. The Fermi
distribution for the calculated chemical potential and temperature
then yields a momentary target electron distribution rjðT; lÞ, which
is approached with the electron thermalization constant sth,

rjðT; lÞ ¼ mj
1

eðEj"lÞ=kBT þ 1
; (A11)

U ¼
X

j

qjEj=
X

j

qj; (A12)

RV ¼
X

j

qj; (A13)

where U is the total energy of the valence system, RV is the current
total population of the valence system, rjðT; lÞ is the electron den-
sity expected for a fully thermalized valence system, and kB is the
Boltzmann constant.

While the calculation of rj from T and l is straightforward,
determining T and l from U and RV is an inverse problem. This is
solved by iterative optimization using the Levenberg–Marquardt
method.74

Note that since, by definition, both electron densities—the
momentary qj and the thermalized goal distribution rj—hold
the same amount of electrons and internal energy, the sum over the
valence band of all electron-distributing thermalization rates is
always zero and the change in overall energy is also zero, i.e.,P

j P
therm
j ¼ 0 and

P
j EjP

therm
j ¼ 0.

Figure 7 shows how the temperature (given as an energy kBT
in units of eV) and the chemical potential develop over time for a
high fluence of 30 J=cm2. Although reaching higher temperatures,
these results are in qualitative agreement with studies treating the
nickel valence system heated with optical lasers.55,56
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2. Differentials
These processes are combined to form the temporal and spatial

differentials of the electron, and photon populations RC, Rfree,
RV ¼

P
j qj, and Nphot

i . Because the simulation conserves the number
of electrons in the sample, in the sum over all j, every process term
describing electronic transitions appears equally often with positive
and negative sign, representing a transition of electrons from one state
to another. Only the terms Ptherm

j and Pred
j redistribute electrons exclu-

sively within the valence system without interaction with other pools,
appearing only once in the system of equations, but their sum over j
always equals zero (

P
j P

therm
j ¼

P
j P

red
j ¼ 0). Each photon energy,

Ei, must be resonant to a specific bin of the valence energy system Ej;
the Kronecker-delta dij is used to enforce the resonance condition.
Note that Nphot

i represents flux of a certain number of photons
through the sample in each time step. Considering the vacuum speed
of light on the given length scale 1=c ’ 3:3 as/nm, the time the pho-
tons require to propagate through the sample is neglected, which
greatly reduces computational complexity,

dNphot
i

dz
¼ "Pres

i;j di;j "
X

j

Pnon"res
i;j ; (A14)

dqj
dt

¼ Pres
i;j dij "

X

i

Pnon"res
i;j " PAuger

j "

X

j

qjP
Auger
j

RV

þ Ptherm
j þ

hj
HV

Pscatt þ Pred
j ; (A15)

dRC

dt
¼ "

X

i;j

Pres
i;j di;j þ

X

j

PAuger
j ; (A16)

dRfree

dt
¼

X

i;j

Pnon"res
i;j þ

X

j

PAuger
j " Pscatt: (A17)

a. Free electron energy

While the particle number involved in the simulation is natu-
rally enforced by the symmetric use of each process term in the

differentials (see Sec. III A of the main text), the energy within the
system is also a conserved quantity. Since the core-level is consid-
ered energetically sharp and the valence-system is modeled energy-
resolved, the internal energy of the system can be calculated as a
simple sum over the product of energy levels and their current pop-
ulations. Only for the pool of free electrons Rfree, the energy-
distribution of the contributing electrons is not explicitly tracked.
Instead, we track the total energy stored in this pool with the
parameter Efree using the following additional differential:

dEfree
dt

¼
X

i;j

Pnon"res
i;j ðEF þ Ei " EjÞ

þ

X

j

Ejðqj " PAuger
j Þ

X

j

ðqj " PAuger
j Þ

þ EF

0

BBB@

1

CCCA
X

j

PAuger
j

" Pscatt Efree
Rfree

; (A18)

where EF is energy of the Fermi level.
Because photons can “kick out” electrons from arbitrary states

in the valence system, it becomes necessary to track the total kinetic
energy of the free electrons, even though the distribution of energy
among these electrons is not tracked. The rate of energy transfer to
the free electron bath is described as the sum of non-resonant
absorption and Auger decay processes, each multiplied by their
respective energies (first and second line, respectively). The energy
of the secondary Auger electrons is calculated as the average energy
of all electrons other than the primary Auger electrons, as those
drop to the core level. Finally, each electron that leaves Rfree reduces
the energy of the bath by the average energy, which is Efree

Rfree
.

Explicitly tracking this energy also enables us to demonstrate
the conservation of energy within the simulation; since there is no
channel that allows energy to leave the sample, the energy held in
the electronic sub-systems matches that of the absorbed photons at
all times. Figure 8 shows the internal energy of the electronic sub-
systems over time, integrated over an area of 1 nm2 and the full
20 nm thickness of the sample. The comparison of the energy in
various sub-systems demonstrates how quickly the energy of the
photon pulse is transferred to valence excitations. Furthermore,
observing the energy conservation has proven to be an invaluable
tool to select sufficiently fine binning in time, space and energy, as
it is particularly sensitive to the accumulation of numerical errors.
For example, the calculation for the homogeneous illumination with
30 J=cm2 shows a cumulative error in energy of 0.35%. This is in
contrast to the electron conservation, which is strictly kept to
machine precision level due to the symmetric way the process terms
are arranged to form the time differentials.

3. Parameters
There are four categories of parameters: First, resolution

parameters for the number of steps in time, space, and energy are
chosen as a compromise between calculation time and numerical
error; second, experimental parameters such as the pulse duration,
peak fluence, and bandwidth of the interacting photons reflect
experimental conditions; third, ground-state properties such as the

FIG. 7. Temperature and chemical potential over time for a pulse at 857.5 eV with a
pulse energy of 30 J=cm2. The solid line represents the properties at the sample
surface and the thin lines represent the deeper layers that are exposed to less x-
ray fluence, as indicated by arrows and increasing transparency.
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atomic density and number of states and electrons, as well as
Auger-decay limited core-hole lifetime are drawn from published
literature, while the resonant and non-resonant absorption lengths
are derived from the ground-state spectrum as described below.
Fourth, the model-inherent phenomenological parameters are the
valence thermalization time sth and electron scattering time sscatt,
which are varied to achieve the best match to the experimental
results. A list of the relevant parameters and the chosen values for
the present calculations is shown in Table III.

The parameterization of several ground-state properties
deserves further comment. First, the DOS (motivated at the start of
this section) was subdivided into bins mj of varying size, favoring a
fine resolution for the bound states.

The size of the energy bin that is resonantly coupled to the
core level by the incident photons is chosen such that it represents
the interaction bandwidth of the photons. The interaction band-
width is calculated as the convolution of the bandwidth of incident
photons (i.e., the resolution of the experiment) and the natural line-
width of the core excitation. We further account for the final state
broadening of excitations into less tightly bound states by enlarging
the interaction bandwidth by 0.1 eV per eV above the Fermi level.
Furthermore, the resonant and non-resonant absorption lengths are
derived from the ground-state spectrum. We treat the non-resonant
absorption length as constant, i.e., independent of photon energy,
and derive it from the pre-edge absorption level. The transition
matrix element of a core–valence transition exhibits a resonant
enhancement close to the absorption edge, which translates into an
energy dependence of the resonant absorption length. Above the
Fermi level, where the DOS is unoccupied in the ground state, the
resonant absorption length is encoded in the ground-state absorp-
tion spectrum. As the transition matrix element from the core level
to states below the Fermi level is experimentally not straightforward
to access, we use the approximation that the energy-dependence of

the transition matrix element is symmetric around the Fermi level.
To derive the resonant absorption length, the non-resonant absorp-
tion level is subtracted from the spectrum and line broadening is
accounted for by deconvolution with a pseudo-Voigt-profile of 50%
Gaussian and Lorentzian share and a width of 640meV FWHM,
representing 420meV broadening from the experimental resolution
and 480meV from the core-hole lifetime.50 The deconvolved reso-
nant absorption spectrum above the Fermi level is then mirrored
around the Fermi level and the discontinuity within 320meV
around it is reconstructed with cubic interpolation. This results in
the mirrored resonant absorption spectrum shown in Fig. 9, which
is used as the resonant absorption length parameter kresi . Note that
the results of simulated spectra were finally re-convolved with the
same pseudo-Voigt-profile to simulate the same experiment.

4. Rate model parameter study
In Fig. 10, we show the measured non-linear x-ray absorption

spectra labeled (I) together with sets of simulated spectra computed
for different sets of parameters.

The first set of simulated spectra represents the best match
with the experimental conditions with the parameters shown in
Table III and is labeled (II), while the consecutive sets, labeled (III)
to (VI), demonstrate how the results change when individual
parameters are modified. We present this set of simulations to show
how our model may be used to understand the relation between the
non-linear changes and various parameters. To fit the experimental
results, however, only the parameters sth and sscatt are treated as
unknowns, while all other parameters are known experimental or
ground-state parameters.

In the best matching simulation (II), the experimental observa-
tions of a redshifted rising edge, increased pre-edge absorption, as
well as reduced absorption at and beyond the absorption peak,
are reproduced. However, the saturation effect at the resonance is
over-estimated and the lack of measured saturation around 852 eV
cannot be explained by our model.

The next simulation (III) was performed without non-resonant
absorption. While this eliminates the pre-edge absorption rise, some
shift of the absorption onset is still predicted within the original
peak, while the spectra above the resonance onset behave similarly
to the best-matching simulation.

With simulations (IV) and (V), we demonstrate the effect of
prolonging the thermalization time or shortening the pulse duration
by a factor of ten, respectively. Both have the similar effect of
strongly reducing the peak shift and a moderate decrease in satura-
tion beyond the resonance.

Finally, we show non-linear spectra (VI) where the free elec-
tron scattering process was eliminated (sscatt ¼ 1). This prevents
the majority of the excitation energy from entering the valence sys-
tem and thus drastically reduces valence heating. This causes the
pre-edge absorption rise and rising edge shift to vanish nearly
entirely, and absorption-decrease due to saturation at and above the
resonance is also strongly reduced. These differences underscore the
importance of electronic scattering cascades to these phenomena.

While an extensive study of the correlations between the vari-
ous model parameters and the observed effects is beyond the scope
of this work, this brief parameter study allows an interpretation of
how redshift and pre-edge absorption rise occur: Let us consider a

FIG. 8. Energy in the sample system over time for a pulse at 857.5 eV, integrated
over the full 20 nm thickness of the sample and a 1 nm2 area illuminated with a flu-
ence of 30 J=cm2. The absorbed energy is calculated from the difference between
incident and transmitted photons, while the total energy is a sum of the energy held
in the electronic sub-systems of core-holes, free electrons, and valence excitation.
Due to the fast process rates in comparison to the pulse duration, the energy held
in core excitations and free electrons remains small, which is why a 10 times scaled
curve is also shown.
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case where the incident photon energy is slightly below the absorp-
tion edge. Initially, only non-resonant absorption transfers energy
to the sample, specifically by creating free electrons in form of
photo-electrons. This energy is then transferred to the valence band
due to electronic scattering cascades, where it causes many small,
non-thermal excitations. These are homogeneously distributed over
all valence energies and, thus, only lead to a small increase in pre-
edge absorption (see simulation IV with slow thermalization).
However, this distribution of excitations develops toward the shape
of a Fermi distribution over time, specifically with the thermaliza-
tion time constant. If the pulses are long in comparison to the ther-
malization time, a significant number of states below the Fermi level
becomes available for core–valence transitions during the pulse
duration. This causes the observed increase in pre-edge absorption.
Once the first empty valence states become available at the current
photon energy, resonant absorption begins to occur in addition to
the non-resonant absorption. The additional resonant absorption
leads to more free electrons from Auger-decay, which in the same
way as the photo-electrons further contribute to secondary electron
scattering and thermalization. Because thermalization mostly

creates free states just below the Fermi level, this process of self-
enhancing rise of overall absorption manifests in a fluence-
dependent shift of the rising edge to lower energies.

5. Limitations and potential
As demonstrated in the parameter study above, this kind of

analysis can provide a straightforward interpretation of how non-
linear changes to the absorption spectrum emerge, and what each
change says about the development of the electronic populations.
While the model already demonstrates good agreement with experi-
mental results, below we discuss the limitations of our approach
and possibilities for expanding or refining it.

One particular physical effect that has been observed in warm
dense matter is ionization potential depression. Here, the absorption
edge is lowered for those atoms which have already been ionized,
and manifests typically in discrete peaks emerging before the edge,
see, e.g., Ref. 75. This signature is not visible in the spectra, likely
because the non-resonant absorption at the photon energies where
this could have been observed was not strong enough to ionize a sig-
nificant number of atoms. It was, therefore, also omitted in the

TABLE III. Parameters for the presented simulation results. The first block lists parameters that define the resolution of the simulation, the second block shows experimental con-
ditions, the third phenomenological fitting parameters and the last block contains physical ground-state properties of the sample.

Symbol Code Description Unit Value

Nz Nsteps_z Steps in sample depth ( ( ( 50
NEj N_j Steps in energies considered in valence system ( ( ( 90
NEi N_points_E Number of photon energies/points in the spectrum ( ( ( 69
( ( ( N_local_fluences_to_calculate Number of fixed fluences that are directly simulated ( ( ( 30
( ( ( N_pulse_energies Number of final pulse energies with a Gaussian spot profile ( ( ( 20
( ( ( Nsteps_r Number of steps in the radial integration of the Gaussian spot ( ( ( 100
dtmin timestep_min Minimum allowed time step fs 0.15
( ( ( Energy_axis_max Maximum energy in the valence system eV 800
( ( ( Energy_axis_fine_until Finer sampling for energies lower than this eV 30
( ( ( Energy_axis_min Valence band origin eV "10
( ( ( DOS_band_origin Energy minimum from where to use the loaded DOS eV "10
( ( ( DOS_band_dd_end Energy maximum from where to use the loaded DOS eV 30
rtj tdur_sig Rms pulse duration of photons fs 13
Ei E_i Photon energy of incident photons eV 848–856
I0 I_0 Total number of photons in the simulated pulse photons nm"20" 1:4! 104

T0 temperature Initial sample temperature K 300
rBW interaction_bandwidth Bandwidth of resonant interaction at Ej eV 0.638
sscatt tau_scattering Scattering time of free electrons fs 1.5
sth tau_th Thermalization time of non-thermal valence states fs 6
- DOS_shapefile Filename of the total DOS from DFT-calculation ( ( ( from Ref. 46
Z Z Total sample thickness nm 20
q atomic_density Atomic density atoms nm"3 91.4
R0
V valence_GS_occupation Valence electrons per atom in the ground state states atom"1 10

MC core_states Core electrons/states per atom in the L3 core level states atom"1 4
Ef E_f Fermi level; used as zero for energy axes of Ej and Ei eV 850.5
sC tau_core_hole core-hole lifetime, from Ref. 50 fs 1.4
knon"res lambd_nonres Absorption length due to non-resonant absorption nm 248
kresEj lambd_res_Ej Absorption length due to resonant absorption nm 20–83
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simulations. It may, however, be relevant when simulating spectra
measured with higher fluence, a broader bandwidth or two pulses
with separate photon energies (e.g., below and above the edge).
Including it in the simulation could be possible by adding additional
resonant absorption channels with a shifted core level, scaling their
rate proportional to the fraction of ionized atoms.

In the model as described here, the DOS is not only assumed
constant but also does not differentiate between spin-up and spin-
down states, although we are treating a magnetic material. Splitting
up the DOS in spin-up and spin-down states would allow for the
inclusion of angular momentum conservation and transfer in the
various scattering rates.

While phonon-mediated energy transfer is usually negligible in the
first 100 fs after excitations, spacial coupling due to ballistic electrons
can become relevant if the electron mean free path becomes similar to
the sample thickness or the absorption length.76,77 In this case, the
model assumption of strictly local electronic excitations would have to
be carefully reevaluated. While an additional process for ballistic elec-
trons leaving the sample or interacting across the interface with a sub-
strate could be introduced, directly calculating spatial coupling of
electronic excitations within the sample in three dimensions would dra-
matically increase the computational complexity.

Fluorescent decay should be accounted for when moving to harder
x rays.49 While introducing the decay channel itself would be simple,
accurately accounting for reabsorption may be less straightforward,
since the model only propagates light in one direction.

Furthermore, the thermalization time sth is used in this work
as a global fitting parameter, although electron thermalization times
have been suggested to depend on electronic temperature.52,53 Since
the electronic temperature and target distribution are calculated
every time step, an arbitrary dependence could be easily introduced,

albeit with the necessity of additional fitting parameters or predeter-
mined knowledge about the scaling of electronic temperature.

The DOS is dominated by the crystal lattice, which is typically
stable on the sub-100 fs timescale. However, recent (time-
dependent) density functional theory (TD)DFT calculations show
that electronic processes causing sub 100 fs demagnetization via
spin–orbit coupling can also lead to modifications of the DOS due
to the presence of local electronic correlations modeled by

FIG. 9. Derivation of absorption lengths as input parameters, reconstructed from a
measured ground-state spectrum (blue line). The non-resonant absorption level
(blue dots) was determined from the pre-edge region. The measured resonant
absorption length was deconvolved with the experimental resolution (orange
dashes) and mirrored around the rising edge to retrieve a symmetric resonant
absorption length around the resonance (green dotted-dashed line). See main text
for details.

FIG. 10. Fluence-dependent Ni L3-edge spectra, simulated with different parame-
ters and compared to the measurements. For the spectra (III) to (VI), one parameter
was varied with respect to the best match (II). Each set of spectra is offset by
another 250 mOD as indicated by the horizontal lines. The error bars of the experi-
mental data represent the 95% confidence intervals for each bin of 102 meV width;
the solid lines represent smoothed spectra using a Savitzky–Golay filter using win-
dows of 21 bins and fourth-order polynomials. The average fluence of events con-
tributing to each spectrum is given in the legend. Dashed simulated spectra do not
have a corresponding measurement.
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introducing an onsite Hubbard correlation U to the mean-field
Hamiltonian.43 Since the rate model approach is generally not
suited to calculate the DOS, incorporating modifications to the
DOS would require a close interplay of the rate model with (TD)
DFT calculations, leading to an ultimately much more complex
approach reminiscent of models developed for the study of
radiation-induced damage mechanisms.23,24

Furthermore, we derive the interaction bandwidth (the valence
energy range to which core states can be resonantly coupled by inci-
dent photons) as a convolution of instrumental resolution and the
lifetime of the core excitation, i.e., the Auger lifetime. The final state
lifetime broadening of excitations into continuum states is described
as a continuous broadening of 0.1 eV per eV above the Fermi
level.78 It is however reasonable to expect that the final state lifetime
is further shortened at higher fluences, due to increased rates of
both electronic scattering and stimulated emission; the latter would
be particularly relevant at the resonance peak. Such further broad-
ening would cause more valence states to be available for resonant
interaction and reduce the observed saturation effect while increas-
ing the number of core-holes that may be created by high fluences.79

Taking into account for a fluence-dependent broadening of the
interaction bandwidth in a refined rate model might help to remedy
the overestimation of the saturation effect at the absorption peak in
the presented calculations.

Another candidate for further refinement is an energy depen-
dence of the electronic scattering rates. The presented model uses
fixed rates for thermalization and scattering cascades, which both
act on all valence states indiscriminately. This description would be
especially inadequate when applied without modifications to a
bandgap material. An advanced model could describe both the ther-
malization rate of the valence band and the energy of excitations
from scattering cascades in an energy-resolved manner.80

While such refinements may seem attractive, a core strength of
the rate model approach is its relative simplicity and computational
tractability, as well as the use of known ground-state parameters,
which supports a straightforward physical interpretation. It is ulti-
mately a mostly classical, phenomenological model which offers a
complementary approach to ab initio calculations. Every added
complexity should therefore be weighed against its relevance, as a
simpler model facilitates a meaningful interpretation and avoids
introducing ambiguity in the results due to correlations between
redundant input parameters.

Since the model operates on widely applicable principles, we
expect that it may be applied to a wide range of materials with some
predictive power, while the limitations described above apply. The
results will especially deviate from observations wherever multi-particle
effects, such as electron correlations or quasiparticles become relevant.

APPENDIX B: EXTENDED INFORMATION
ON THE EXPERIMENT

This appendix provides details on the experiment, namely,
about the procedure of the data acquisition (Subsection 1 of
Appendix B), the calibration of the main detector (Subsection 2 of
Appendix B), the classification of individual FEL shots (Subsection
3 of Appendix B) and finally on the determination of the effective
FEL spot size (Subsection 4 of Appendix B).

1. Data acquisition
The experimental x-ray absorption spectra presented here were

collected in the scope of a community proposal as the first user-
beamtime at the SCS instrument. The intensities of the two beams
generated by the beam-splitting zone plate were recorded using a
FastCCD detector34 with 1920! 960 pixels of 30! 30 lm2. The
intensities of both beams were integrated over a region of interest
(ROI) corresponding to 350! 350 pixels each to retrieve the signal
and reference intensities for each FEL shot. The high beam diver-
gence due to the zone plate focusing distributed the signal on a
4mm wide square on the detector 1 m downstream of the sample,
thus greatly decreasing the fluence incident per detector area in
order to avoid detector saturation. The gas-attenuator was filled
with varying low pressure of nitrogen gas to regulate the transmis-
sion through the beamline to the required fluence. We refer to low-
intensity spectra if the fluence was consistently below the sample
damage threshold and the full measurement could be recorded on a
single spot, without scanning the sample.

For measuring high-intensity spectra, the fluence often
exceeded the material damage threshold, creating shot craters and
sometimes causing larger fractures in the support membrane. For
measurements at these fluences, the sample holder was scanned at a
speed of 0.5mm s"1. Therefore, only about 50% of all FEL shots
were transmitted through the windows; in the other cases, one or
both beams were blocked or clipped by the frame. The membranes
were arranged on the frame in a periodic pattern of two rows of
sample and two rows of reference membranes with a distance of
1mm between rows. This ensured that the two FEL foci always
impinged on one sample and one reference membrane; a third row
was unused in between. Therefore, every time the currently scanned
rows were incremented, the upper beam would switch from probing
reference membranes to probing sample membranes or vice versa,
while the opposite holds for the lower beam. To prevent detector
saturation, an additional aluminum filter of about 13 lm thickness
was installed in front of the detector during these measurements.

2. Detector calibration
The temperature of the FastCCD rose consistently during

operation and required cooldown periods in between measure-
ments, leading to the temperature varying between "27 and "5 )C
not only over time during the measurement, but also spatially over
the detector area. The detector dark signal, as well as the gain coeffi-
cients for the three gain settings between which the detector pixels
switch automatically, depend on the detector temperature. This
made it necessary to reconstruct a temperature-dependent gain cali-
bration. The three temperature-dependent background levels were
drawn from dark images collected at various temperatures for each
gain setting; the gain coefficients for each setting were drawn from a
statistical analysis of the observed gain switching thresholds, such
that the calibrated histogram of pixel intensities becomes continu-
ous over all three gain levels. While the calibration accounts for the
temperature measured using a temperature sensor on the detector,
spatial variations over the detector area remain. The primary effect
of this temperature variation was a varying background signal, fol-
lowing a spatial exponential distribution between the detector center
and rim, with a higher baseline near the detector center. To account
for this, an estimated background signal was derived from the
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measurements themselves: For a running average of 100 images, the
illuminated area was cut out and interpolated using fits to the back-
ground level in the non-illuminated area. This additional back-
ground variation was then integrated into the gain calibration
described above. Furthermore, a mask of hot and dark pixels with
irregular behavior was generated from separate measurements and
the respective pixels were excluded from the analysis. Despite these
corrections, the detector inhomogeneities constitute a significant
part of measurement uncertainty in the presented spectra. In partic-
ular, the uneven warming of the two detector halves on which the
upper and lower beam impinged has the potential of introducing
systematic uncertainties. Thus, the shot-sorting algorithm described
below was applied separately for all rows where the sample was in
the upper beam and the reference in the lower and then to all rows
where the orientation was reversed. Fortunately, differences between
the temperature of both detector hemispheres affect the two equally
sized groups of data (sample up and sample down) with equal and
opposite magnitude. Therefore, possible systematic deviations are
eliminated in the average over both groups and instead contribute
to the statistical uncertainty which is represented in the error shown
in Fig. 3 of the paper.

It is useful to mention to potential future users of the beamline
that the difficulties with hardware calibration and data pipeline
described above were a feature of this first user experiment and
have since been addressed. The evolved version of the here
described setup is now in routine operation and has since been
shown to operate with a sensitivity close to the photon shot-noise
limit.32

3. Event classification
Furthermore, whenever the sample or reference membrane

was torn due to a particularly intense shot, subsequent shots some-
times impinged on the torn rim of the sample, possibly at an angle
to the membrane surface, or did not hit any sample material at all.
Shots affected in this way were not always trivial to identify from
any single measurement parameter, which lead to the following pro-
cedure to identify and exclude faulty FEL shots: First, the detector
image in the ROI around one beam was compared to an extended
ROI around the other beam using a normalized two-dimensional
cross correlation algorithm. For this, the images were first smoothed
by convolution with a Gaussian kernel to remove the influence of
the rough surface structure of the aluminum filter before applying
the cross correlation function, both algorithms implemented in the
scikit-image81 package. This procedure yields a correlation coeffi-
cient and a displacement vector. The correlation coefficient was
used as an indicator that both beams were transmitted through a
window without significant differences in the wavefront.

Since data acquisition of the motor encoder for the position
transverse to the scanning direction was not working, the real path
of the beam over the sample frame was reconstructed by combining
knowledge of the beam position along the scanning direction and
the manual notes in the laboratory book with the correlation coeffi-
cients between both beams on the detector. In the later analysis of
the damaged samples, this allowed associating specific shot craters
scrutinized with SEM to specific FEL shots.

From the FEL shots which hit sample windows according to
this reconstruction, outliers were dropped if either the correlation

coefficient dropped below 85% or the displacement vector deviated
by a significant margin (manually calibrated for each measurement
setting) from the expected beam splitting. Likewise, extreme outliers
in the ratio of reference to sample intensity were also dropped at
this stage. These criteria proved to be largely redundant as they
mostly agree with each other on which events to exclude. Using all
of these criteria, events where one or both beams are blocked or
clipped can be excluded reliably. In Fig. 11, these excluded points
are shown in gray. Each dot represents one FEL shot; its y-position
is the logarithmic ratio between sample and reference intensity; the
x-position is the photon energy setting of the monochromator,
while the gray-scale encodes the Pearson correlation coefficient
Ccorr of the two regions of interest.

From the distribution of the remaining events, shown in color,
it is obvious that further classification is needed. This is because
shots onto a damaged or missing membrane can produce spots with
good correlation and the expected displacement vector. These can
only be distinguished by the fact that the apparent optical density
deviates unreasonably from the expected value at the given photon
energy. However, this transmission ratio is also the quantity of
interest for the final spectrum. To disentangle events affected by
prior sample damage from true measurements, an iterative
approach using a Bayesian Gaussian mixture model was utilized: To
start, an initial guess for a spectrum is computed using the events
that passed filter conditions described above and shown as a green
line in Fig. 11. Then, for each FEL shot, the deviation of the loga-
rithmic ratio between sample and reference intensity from the ini-
tially guessed spectrum is computed. This allows for generating a
histogram of these absorbance deviations from the initial guess.
Assuming a good guess of the initial spectrum, one may expect that
the “good” FEL shots are normally distributed around zero devia-
tion, while shots affected by various sources of uncertainty are dis-
tributed with some other distribution, dependent on the type of
uncertainty. Thus, the histogram is fitted with four Gaussian

FIG. 11. Sorting of FEL shots. Gray points represent events which were excluded
based on rigid criteria, mainly their correlation coefficient Ccorr . Colored points were
analyzed using the iterative Gaussian Mixture Model (GMM) optimization. The col-
orbar shows the estimated posterior probability Pok that a given shot cleanly probed
an unperturbed sample. The green and orange solid lines represent the initial and
final average spectrum estimated by the GMM, respectively.
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distributions which are used as prior probability distributions, the
first of which corresponds to good FEL shots. Then, the posterior
probability of belonging to the category of good shots is computed
for each FEL shot. These posterior probabilities are used as statisti-
cal weights to compute an improved guess of the measured spec-
trum. This improved guess was convoluted with a Gaussian kernel
to prevent over-fitting before using it as a new initial guess for the
Gaussian mixture model. The spectrum is considered converged
when the average change per iteration anywhere in the spectrum is
less than 5 lOD. This procedure converges (if at all) within a few
(between 3 and 20) iterations to a solution that is robust even
against a strong variation of the initial guess. In Fig. 11, the shots
analyzed in this way are shown in colors encoding the final poste-
rior probability Pok, indicating the estimate of the model about the
validity of each shot. The final guess of the average spectrum is
shown as an orange line.

This final procedure rejects outliers purely based on their devia-
tion from the expected value, which requires further justification: In
this case, the procedure should return valid results under the condi-
tion that all valid FEL shots at a certain photon energy measure a
transmission value within a single continuous range. The width of
the distribution is resulting from a combination of non-linear
changes and measurement noise. This condition must be fulfilled in
the present case as long as the fluence-dependent transmission curve
of the sample is continuous and a continuous range of pulse energies
is contained in the dataset (which is the case for SASE fluctuations).
Apart from this logic, the rejected outliers do not appear systematic,
further supporting the applicability of the algorithm.

4. Determination of the effective spot size
The zone plate has a size of ð1mmÞ2 and combines a focusing

Fresnel zone plate, off-axis by 0.55mm with 250mm focal length
(at 860 eV) with a line grating with 379.4 nm pitch in a single optical
element. Details on the zone plate can be found in Ref. 29. While
the monochromator was scanned between 846 and 856 eV, the
effective size of the foci on the sample changed due to the wave-
length dependency of the zone plate diffraction. The photon
energy-dependent focal size of the zone plate foci was calculated by
ray optics calculations based on the beamline settings.82

Uncertainties in the exact beam path parameters along the beamline
were accounted for by matching the ray optics calculations to effec-
tive spot size estimates derived from analyzing the shot craters on
the used samples using a simplified form of the procedure laid out
in Refs. 83 and 84. Since a full intensity profile could not be mea-
sured from the shot craters, the concept of the effective area of the
focal size is used. This area connects the peak fluence F0 with the
overall pulse energy Epulse, i.e.,

Aeff ¼
Epulse
F0

; (B1)

and it can be defined for an arbitrary spot profile.
To characterize the effective focal size, the reference mem-

branes were analyzed using SEM. Figure 12 shows two SEM images:
one overview image of an entire membrane and one example of a
high-resolution image of a single imprint. Such high-resolution
images were taken of 85 selected spots which were associated with
the corresponding FEL photon diagnostics data by matching the

reconstructed movement of the sample stage to the pattern of
imprints on the sample. The reference membranes were chosen for
the imprint analysis since their x-ray absorbance can be considered
constant for the scanned photon energies.

FIG. 12. SEM images of the used samples. The top image shows a stitched over-
view image of a nickel film window. One can see rows of FEL imprints as well as
the tearing of the membrane. The bottom image shows a single FEL imprint in a
SiN reference membrane.

TABLE IV. Results of the spot size characterization. The object distance refers to the
distance between sample and zone plate. Pulse energies are shown as measured at
the XGM without accounting for the efficiency of the zone plate (about 9%) and the
transmission of the beamline KB-mirrors (about 80%). The effective area of groups 2
and 3 is under-determined (see the text).

Group
Object

distance (mm)
Photon

energy (eV)
Pulse energy
threshold (lJ)

Effective
area (lm2)

1 252.14 850.7 0.308 0.584
2 252.14 847.0 3.374 0.957
3 252.14 854.8 1.712 0.981
4 252.14 851.9 0.482 0.383
5 250.84 850.7 2.733 1.618
6 250.84 847.0 0.807 0.567
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Since the zone plate is a diffractive element, its properties such
as focal length are energy-dependent. Furthermore, the fluence-
dependent spectra presented in this paper are combined from mea-
surements at two distinct object distances of 250.84 and 252.14mm.

Thus, the SEM images were grouped into six groups (see Table
IV) by focal length and photon energy of the associated shot, and
the total damaged or ablated surface area was determined for each
shot. For each group, the minimum FEL pulse energy at which
damage is observed on the reference membranes was determined by
a Liu’s plot85 as shown in Fig. 13: The ablated area was plotted over
the logarithm of the shot energy and a linear fit was applied to the
shots with less than 1 lm2 ablated area to determine the pulse
energy damage threshold.

Following the concept outlined in Ref. 83, the pulse energy of
all shots was then normalized using this damage threshold to derive
the normalized fluence level f(S) as a function of the ablated area S.
If the spot size were Gaussian, the function f(S) should be a simple
negative exponential, and the effective area would correspond to the
value of S where f(S) equals 1=e, which is indicated in Fig. 13(b) as a
horizontal dotted line. For the given non-Gaussian case, the func-
tion f(S) was fitted with a modified exponential f ðSÞ ¼ eð"aSbÞ, yield-
ing for each group of shots fit parameters a and b and their
uncertainties ra and rb. The effective area is then calculated as the
integral of f(S). For the estimate of the uncertainty shown as
error bars in Fig. 13(c), the integral was also evaluated for aþ ra
and bþ rb as well as a" ra and b" rb. Groups (2) and (3) each
contained only a single FEL shot with visible damage. While this
does allow for an estimate of the damage threshold [compare
Fig. 13(a)], the function f(S) shown in (b) is barely determined by
fitting only to the normalization point and a single further point.
Thus, no mathematical uncertainty estimate can be given and the
resulting points (2) and (3) shown without error bars in Fig. 13(c)
should be considered as tentative estimates.

The ray optics calculation tracks the beams in the vertical and
horizontal planes. The focus area was calculated from the ray optics
calculations assuming an elliptical beam shape. It revealed a slightly
astigmatic focus on the sample, due to the beamline optics using
separate horizontal and vertical focusing, thus illuminating the zone
plate with slightly non-uniform beam divergence. The separate

location of horizontal and vertical foci leads to the two minima visi-
ble in Fig. 13. Based on the measurements, a minimal beam waist
radius of 80 nm was imposed on the ray tracing calculations,
accounting for imperfections in beam quality and optics.
Normalizing the beam damage thresholds by the thus determined
effective area, we find on average that the reference membranes
where damaged above fluences of about 10.5 J/cm2.

The fluences for the high-fluence spectra shown in this paper
are calculated based on the pulse energy measured by the XGM
behind the monochromator, multiplied with the efficiency of the
focusing optics (80%)86 and zone plate (9%) and divided by the
effective area derived with the presented ray optics calculations.
Since the XGM was calibrated for high pulse energies, the fluences
for the low-fluence spectra are based on the reference intensities
measured on the CCD and calibrated to be consistent with the refer-
ence intensities measured for the high-fluence data, accounting for
the calculated transmission of the aluminum filter.
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